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ABSTRACT 
This paper applies the theoretical lens of infrastructure to study 
hacking practices that take issue with large-scale communica
tion networks. The paper analyzes a series of hacks targeting 
the Global System for Mobile Communications (i.e., networks 
for mobile telephony) carried out by a cluster of people af
filiated or sympathetic to the German Chaos Computer Club 
between 2001 and 2014. These hacks aim at acquiring propri
etary knowledge and facilitating the autonomous operation of 
local mobile phone networks for communities, independent of 
corporate network providers. The contribution of this paper 
is to show how hacking of this kind can be understood as 
transgressive infrastructuring, a way of engaging critically 
with infrastructure that, in the case of GSM hacking, relied 
on three strategies—reverse engineering, re-implementation, 
and parallel operation, all of which aim at appropriating the 
targeted network intellectually, legally, functionally, and/or 
operationally. 
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INTRODUCTION 
This paper investigates how and why hacking targets infras
tructures of mobile telephony, a practice that is as much about 
communication networks, their hard- and software compo
nents, as it is about the (sub-)cultural sociotechnical ‘imagi
nary’ [36] of ‘open,’ community-operated networks. Hacking 
is a way to learn about communication infrastructure, some
times exploiting it, and sometimes, as we observe, trying to 
remake it. Hacking embodies the conviction that technology is 
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made by humans and can be remade, and that the (re-)making 
of technology is shaped by social, cultural, economic, and 
political configurations as well as it helps shaping them [72], a 
conviction challenging technological determinism and making 
hacking a practice with techno-political impetus ([37]: 130ff.; 
see also [15, 54, 56]). 

As a research field, Computer-Supported Collaborative Work 
(CSCW) has a growing interest in infrastructures—the so
ciotechnical substrate of computer-mediated human interac
tion (e.g., [1, 34, 46, 52]). As some researchers have pointed 
out, infrastructures are slow to change ([66]: 132) and tend to 
reinforce complacency and stasis [51], powerfully ‘torquing’ 
human-technology relations ([10]: 27). Given this condition, 
how can one engage with infrastructures critically and effec
tively? In this paper, we contribute one possible answer to this 
question when we investigate hacking with the analytic lens 
of infrastructure. With this lens, we characterize hacking prac
tices in the case that we study as transgressive infrastructuring, 
i.e., as an in-the-wild attempt to subversively remake existing 
sociotechnical infrastructures. 

Our case consists in a series of hacks targeting the Global 
System for Mobile Communications (GSM) carried out by a 
cluster of people affiliated or sympathetic to the Chaos Com
puter Club (CCC), Europe’s largest hacker association. We 
study this case through a qualitative analysis of 42 presen
tations about GSM hacking that have been delivered at the 
CCC’s annual convention between 2001 and 2014. For many 
involved hackers, the goal of GSM hacking is to ‘open’ pro
prietary knowledge and facilitate the autonomous operation of 
local GSM networks for communities, independent of corpo
rate network providers—ultimately seeking to rebuild those 
networks and affect infrastructural change. We observe that 
to achieve this goal, hackers make use of three strategies: re
verse engineering, re-implementation, and parallel operation. 
All of these infrastructuring strategies serve the aim to col
lectively appropriate GSM technology intellectually, legally, 
functionally, and/or operationally. 

RELATED WORK: HACKING 
In CSCW and Human-Computer Interaction (HCI), the term 
‘hacking’ is associated (and often treated as overlapping) with 
phenomena such as Do-It-Yourself and ‘maker culture’ [44, 
63, 69, 70], but also end-user innovation [24, 76]. Drawing on 
a multitude of case studies, research in these fields addresses 
hacking as a technique and/or as a socio-cultural practice. 

In terms of technique, research in CSCW and HCI has de
scribed hacking as “appropriating, modifying, or ‘kludging’ 
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existing resources (devices, hardware, software, or anything 
within reach) to suit other purposes, often in an ingenious 
fashion” ([53]: 13). Hacking finds these resources commonly 
in off-the-shelf mass-produced devices [5, 35, 60, 81] or es
tablished infrastructures [17]. Hartman and collaborators re
late hacking to “opportunistic practices” that create “mashup 
designs” of “ad-hoc nature” ([29]: 46). Similarly, Bardzell 
and collaborators [5] characterize tool-use and tool-making 
in hackerspaces as “ad hoc,” i.e., pragmatic and situation-
specific. In account of the ingenuity that hacking practices 
display, some authors emphasize the economic value of hack
ing in the context of product innovation, industrial R&D, and 
entrepreneurship [49, 77, 81]. 

In focusing on GSM hacking, our paper complements this 
research by providing a case of hacking that targets com
munication networks—a practice distinct from making and 
DIY practices, which often target end-user products, but not 
large-scale networks. We show that faced with the scope and 
complexity of GSM technology, hacking leverages specific 
strategies to target mobile phone networks. 

When addressing hacking as socio-political practice, CSCW 
and HCI research has emphasized the ‘politics’ of hacking, 
examining underlying community structures [5, 49, 60, 79] 
and drawing attention to accompanying struggles for power 
and mechanism of social in- and exclusion [22, 61, 69]. Tanen
baum and collaborators, e.g., recognize hacking, making, and 
DIY as forms of resistance “against the hegemonic structures 
of mass production in the industrialized world,” yet critically 
reflect upon the promise of democratization and empower
ing that accompanies parts of hacking, making, and DIY dis
courses ([70]: 2609; see also [3, 60, 79]). Here, and also in, 
e.g., Fox et al.’s study of a feminist hackerspace [26], some 
of the socio-political sensibilities of hacking are unpacked, 
and our paper is continuous with this research when we elabo
rate upon the vision of ‘open’ technology that underlies GSM 
hacking. 

Beyond CSCW and HCI, social-scientific research and social 
theory has discussed the transgressive character of hacking 
practice, as well as its cultural identity and political senti
ment.1 

As hacking ‘floods,’ ‘blocks,’ ‘invades,’ ‘destroys,’ and ‘re
writes’ existing systems, social scientists have described com
puter hacking as “illicit” ([71]: 15) and “transgressive craft” 
([68]: 125). Through deliberate misuse or re-purposing, hack
ing creatively undermines the conventions that are, often tac
itly, inherent to existing systems and networks; hacking trans
gresses terms and conditions, established patterns of use, cul
tural expectations, economic standards, legal norms as well as 
programming rules. In making tacit conventions visible, hack
ing explicates the contingency and alterability of computer 
systems, problematizing the customary and its limitations [56]. 
In this vein, hacking can be understood as the perpetually 
evolving processing of program(matic) limitations, as indefati
gable ‘playing with the rules of the game.’ 

1All research referred to in the following, except for [56], is based 
on case studies of self-identified hacking communities. 

Social-scientific research elucidates how the transgressive 
character of hacking is imbued with sub-cultural identity and 
political sentiment. Social scientists situate some of hack
ing’s cultural roots in the cyberpunk movement ([71]: 168; 
[28]) and characterize hacking as practice that defies what 
it perceives as cultural mainstream, adopting independence, 
both technologically and culturally, as a core value ([72]: 80). 
Social scientists describe how hackers portray themselves as 
outsiders and vanguards ([75]: 198ff.) who, in contrast to 
non-hackers, do not subject themselves to the technological 
pressures that corporations and government agencies leverage 
against the public ([27]: 194; also [74]). 

Social-scientific research has discerned a “strong antistatist 
and anticorporatist ideology” in parts of the hacker community 
([7]: 53), finding that hackers oppose “the commodification of 
information” on the basis of an “anti-authoritarian” perspective 
([71]: 61ff.). Some authors conceive of parts of hacking as a 
pedagogical mission, a push for social emancipation through 
the public diffusion of sociotechnical knowledge ([37]: 134)— 
handing computer systems’ technical potential to the public 
that relies upon it [54]. 

Notably sociologists Coleman and Golub [15] have studied the 
political sentiment of hacking, showing how the ethos domi
nating the American hacker community reflects deep-rooted 
liberalism (or, libertarianism), its core values being the right to 
privacy, freedom of speech, individual power, and meritocracy. 
The authors distinguish different facets of political sentiment: 
While the movement for crypto-freedom tends to communi
cate a notion of negative freedom (i.e., (encrypted) privacy 
as the freedom from others), hacking practices that ‘open,’ re
claim, and re-create proprietary knowledge tend to articulate 
a notion of positive freedom (i.e., freedom as enabling to do 
things). Positive freedom in this context is tied to ideas of 
“reciprocity, pedagogy and scientific openness” ([15]: 261). 
Furthermore, Coleman and Golub characterize (legal) trans
gression as a strategy in the “constant arms race between those 
with the knowledge and power to erect barriers and those with 
the equal power, knowledge and especially desire, to disarm 
them” ([15]: 263). In relating to the creative and exploratory 
expression of individuality and individual power, Coleman 
and Golub argue, the motif of transgression, too, is palpably 
reflecting American liberalism. 

The social-scientific research presented here characterizes 
hacking as an effort to challenge ‘the rules of the game’—a 
large-scale game that intertwines the technical with the social 
and the political. As background to our case study, this litera
ture has reinforced our decision to study our case of hacking 
through the lens of infrastructure. 

THEORETICAL FRAMING: INFRASTRUCTURE 
We apply the theoretical lens of infrastructure in order to study 
hacking practices that take issue with large-scale communica
tion networks and their sociotechnical configuration. During 
the last ten years, research in CSCW has increasingly focused 
on infrastructures, particularly on “cyberinfrastructures” and 
“e-infrastructures,” i.e., IT-based work infrastructures for col
laboration within and across organizations [34, 46, 55, 57, 59]. 
Recently, Monteiro and collaborators have argued that to shift 



attention from artifacts to infrastructures helps facilitating a 
shift of interest from groups to communities, from a localist 
focus on the ‘here and now’ to long-term perspectives ([52]; 
see also [39, 40, 51]). 

Lately, infrastructures for mobile phone use have emerged as 
a new research interest in CSCW [1, 32, 80]. Mobile phone in
frastructures confront CSCW research with a new scale. They 
require a far-spanning mesh of hard- and software, and they 
are interwoven with conventional landlines and other networks, 
involving global corporations and national markets, interna
tional standards, laws and regulation, multi-level lobbying 
and policy making (see, e.g., [80]). Most importantly, mobile 
phone infrastructures involve, potentially, millions of users, 
diverse practices of use and repair, forms of appropriation, 
cultural interpretations, and socio-economic contexts [1]. 

Conceptually, we root our notion of infrastructure in the work 
of Star and collaborators [10, 65, 66] who conceive of in
frastructure as the sociotechnical substrate for human action, 
structures that can powerfully ‘torque’ humans and limit their 
scope of action ([10]: 27). Star and Ruhleder [66] show how in
frastructures are shaped by and shape conventions of practice; 
their design incorporates values and reifies them tacitly, breed
ing complacency and stasis (cf. [51]). As they support other 
activities, infrastructures are taken for granted and remain 
largely invisible, turning visible only in cases of breakdown 
(see also [55]). Therefore, Star and Ruhleder suggest to focus 
on the relational and processual character of infrastructures. 

Whether a sociotechnical arrangement is infrastructure or not 
depends on the way in which humans relate to it. Sociotechni
cal arrangements become infrastructure when they are acted 
‘through’ rather than acted ‘upon,’ when they function as sub
strate rather than object of technologically-mediated action. 
With the questions ‘when is infrastructure’ and ‘for whom,’ 
Star and Ruhleder [66] point out that what functions as infras
tructure in one context may loose its taken-for-granted—i.e., 
infrastructural—character in another (e.g., when Wifi looses its 
signal). Similarly, what is infrastructure for some (e.g., users) 
may not be so for others (e.g., for network administrators). 

Furthermore, infrastructures continuously change, if slowly 
and often barely discernible. Infrastructures are built, main
tained, updated, adjusted, modified, worn down, damaged, 
repaired, sometimes contested (typically not) and rarely chal
lenged effectively. Star and Bowker have therefore suggested 
to study infrastructures through the practices upholding them 
over time, raising the question ‘how to infrastructure?’ [65]. 
To infrastructure requires what Bowker and Star have called 
“infrastructural inversion”—“a struggle against the tendency 
of infrastructures to disappear,” “look[ing] closely at technolo
gies and arrangements that, by design and by habit, tend to 
fade into the woodwork” ([10]: 34). 

A processual notion of infrastructure has also emerged in 
the field of Participatory Design (PD), where Le Dantec and 
DiSalvo characterize ‘infrastructuring’ as “the work of creat
ing sociotechnical resources that intentionally enable adop
tion and appropriation beyond the initial scope of the design” 
([45]: 247). In PD, infrastructuring has been proposed as a 

design approach that empowers users through guided capacity 
building [8, 23, 38]. Some authors, however, hold that infras
tructuring also occurs ‘in-the-wild’ and is observable in the 
practices of non-professionals or professionals-off-duty [19, 
41], a line of research we reflect when we characterize hacking 
as infrastructuring for the in-the-wild case we observe. 

Building upon the work of Star and collaborators, and adopting 
impulses from infrastructuring approaches in PD, we speak 
of infrastructuring—by way of a definition—as practices that 
render infrastructures visible, problematize them, engage with 
them, and work ‘upon’ them, not through them, cognizant of 
the fact that these structures are the substrate of human activity 
that usually goes unquestioned and barely noticed (cf. [39, 
55]). 

In our study, we place particular emphasis on the forms of ap
propriation that infrastructuring involves (cf. [8]: 43): Infras
tructuring is performed by people who familiarize themselves 
enough with existing infrastructures to reconfigure them; it 
is performed intentionally to address people’s needs and de
sires and accommodate existing or envisioned practices of use. 
In fact, we will argue that the vision of ‘open,’ community-
operated networks that underlies GSM hacking is, essentially, 
a vision of appropriation. 

In CSCW, appropriation is a multi-faceted concept, consti
tutive for the field. Appropriation commonly refers to “the 
ways in which people adopt and adapt interactive technolo
gies, fitting them into working practices and evolving those 
practices around them” ([20]: 487). Typically, studies in ap
propriation are interested in how technology is ‘made work’ in 
local setups. In this vein, appropriation has been described as 
“configuration work” [4] that requires collective efforts [21]. 
While much research discusses appropriation in the context of 
group collaborations and organizations, scholars have begun 
to characterize appropriation as a cultural phenomenon that 
intertwines with “collective belonging, economic interest and 
political discourse” ([48]: 78; see also [2]). Another strand of 
recent research directs attention to unexpected forms of appro
priation, showing how technologies are appropriated in ways 
unforeseen by design and even challenging design intentions 
[62, 73]. Against this background, we explore different forms 
of appropriation that occur in the case of hacking we study, 
pursuing a conceptual angle that prior research on hacking, 
making, DIY, and repair has opened [29, 60, 70, 79]. 

EMPIRICAL CONTEXT: THE CCC 
The Chaos Computer Club (CCC), founded in 1986, is today’s 
largest hacker association in Europe. In its online mission 
statement, the CCC describes itself as a community that seeks 
to promote “Informationsfreiheit” (freedom of information), 
discusses the impact of technology on individual and collective 
level, and educates the public about it.2 Prominently placed 
on the CCC homepage are the principles of the ‘hacker ethic’ 
that Steven Levy reconstructed from participant observation 
and presented in his 1984 book:3 

2See http://www.ccc.de/satzung 
3See http://www.ccc.de/de/hackerethik 
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Access to computers – and anything which might teach 
you something about the way the world works – should 
be unlimited and total. 
Always yield to the Hands-On Imperative! 
All information should be free. 
Mistrust Authority – Promote Decentralization. 
Hackers should be judged by their hacking, not bogus 
criteria such as degrees, age, race, or position. 
You can create art and beauty on a computer. 
Computers can change your life for the better. 

([47]: 40-45) 

The CCC homepage, in fact, supplements Levy’s hacker ethic 
with two, more privacy-focused rules: “Mülle nicht in den 
Daten anderer Leute” (Do not rummage in other people’s 
data) and “Öffentliche Daten nützen, private Daten schützen” 
(Use public data, protect personal data). 

The foundation of the CCC as a legally registered association 
in 1986 was preceded by years of informal, loose networking 
of politically sensitized computer enthusiasts across Germany 
since 1981. The zeitgeist that permeates the early history of 
the CCC is that of left-wing community activism, which was 
inspired by the Frankfurt School and their critical media theory 
[18, 43]. From the mid-1980s on, members and affiliates of 
the CCC have been involved in a number of hacks that raised 
public attention, forced government agencies to react, and 
entailed law enforcement. Since the mid-1990s, the CCC is 
widely known to the German public and plays an increasingly 
important role in German policy debates on information and 
communication technology [50]. During recent years, the 
CCC has become an important voice in the European privacy 
debate ([7]: 53). At present, the association has successfully 
established itself as a pool of technological expertise for the 
public, but also government agencies and legal actors. 

Its relation to political and legal actors is a characteristic that 
may distinguish the CCC from large parts of the American 
hacker milieu. This relation is sometimes confrontational, 
sometimes collaborative. For example, in 2009 the German 
Federal Constitutional Court asked the CCC for an official 
advisory opinion on data retention laws.4 From 2010 to 2013, 
Constanze Kurz, a longtime spokeswoman of the association, 
was an expert member of the parliamentary committee of 
inquiry on “Internet and digital society” [67].5 In 2011, mem
bers of the CCC reverse-engineered a surveillance program 
used by German police and demonstrated that the software 
incorporated unlawful features.6 In July 2014, the CCC filed 
a complaint against the German government and others with 
the German Federal Prosecutor General because one of its 
servers was explicitly targeted by foreign surveillance agen
cies who collected user data of German citizens.7 The CCC’s 
role in national politics, however, relies upon the expertise it 
gains through hacking practice, a practice that often confronts 
established political and legal conventions. 

4See http://ccc.de/de/updates/2009/vds-gutachten 
5See http://ccc.de/de/updates/2011/adhocracy-enquete 
6See http://ccc.de/en/updates/2011/staatstrojaner 
7See http://ccc.de/en/updates/2014/tor-gba 

METHOD 
Our case consists in a series of GSM hacks carried out by a 
cluster of people, some of which are members of the CCC, 
some of which are only loosely affiliated with the organization. 
We confine our analysis to those steps of GSM hacking that 
have been reported at the CCC’s annual convention, the Chaos 
Communication Congress, 8 and the CCC’s summer camp, 
which takes place every four years.9 While the summer camp 
is a relatively intimate gathering, the convention is a large 
event. It takes place in Hamburg or Berlin at the end of each 
year; and it had more than 10,000 reported attendees in 2014. 

When we analyze hacking in the context of the CCC, we 
find it important to note that we are situated observers with 
a particular ‘standpoint’ [6]. While we pursue no immediate 
activist concerns (cf. [34]), we have developed sympathies 
for the CCC over many years. One author has visited the 
association’s annual convention twice; the other author has 
visited the convention more than ten times since 2000 and 
is an (inactive) member of the CCC since 2009. We are not, 
however, in any way acquainted with the people whose work 
we describe. 

For our case study, we make use of document analysis, a quali
tative method frequently used in the analysis of digital sources 
for history writing [9, 16, 25]. As sources, we identified and 
analyzed 42 publicly accessible video talks and slide decks 
that were originally presented and recorded at the annual con
vention or the summer camp between 2001 and 2014.10 In our 
analysis, we included all talks with any relation to mobile tele
phony. Intended to facilitate knowledge exchange, the talks 
describe how GSM networks and related technologies can be 
hacked, detailing challenges, necessary tools, and technical 
insights gained. To complement talks and slide decks, we 
have also drawn on convention-specific public wikis, podcast 
discussions, and news articles. All video talks and slide decks 
have been authored in English (except for [91]) by people with 
first-hand experience in the subject matter, who have ‘hacked’ 
the technologies in question and self-identify as hackers. Many 
of these people have been affiliated with the Osmocom project, 
THC GSM, and/or OpenBTS projects.11 

With infrastructure as a theoretical lens, we performed a the
matic analysis [11] of our sources, probing different themes 
until stable thematic motifs emerged. One group of motifs clus
ters around efforts to ‘open’ proprietary technologies; another 
group of motifs clusters around efforts to identify security 
weaknesses, a complex facet of GSM hacking that lies outside 
the scope of this paper.12 The thematic analyses of digital 
sources whose creation stretches over more than a decade 

8See http://events.ccc.de/congress/ 
9See, e.g., http://events.ccc.de/camp/2011/ 

10In this paper, we only reference a subset of those sources. 
11The OSMoCom project (http://osmocom.org/) is a network of 
people interested in building devices and infrastructure for Open 
Source Mobile Communication. THC (https://wiki.thc.org/gsm/ 
simtoolkit) is a loose group of hackers some of which focused 
on GSM temporarily. OpenBTS (http://openbts.org/) is an open 
source project that has evolved into a US-based company. 

12We refer to [12] for a recent review on security issues and attacks 
on the GSM standard. 
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allows us to move beyond the ‘here and now,’ observing prac
tices that are temporally, locally, and socially dispersed—a ne
cessity when studying how large-scale infrastructures evolve 
(cf. [52]: 582). In the result of our analysis, we provide a 
trajectory of GSM hacking as a collective effort, elaborating 
different ways in which GSM hacking engages with and works 
upon the sociotechnical infrastructures of mobile telephony. 
Although we have striven to provide a synthesized account of 
GSM hacking, we are not suggesting that there exists a con
sensus or a joint commitment binding all involved individuals 
together. 

CASE STUDY: EXPLORING AND REBUILDING GSM 
Our case study analyzes the ways in which hackers have ex
plored the Global System for Mobile Communications (GSM) 
and its sociotechnical configuration from 2001 to 2014—years 
of research and experimentation that eventually enabled the 
CCC community to operate its own officially registered local 
GSM network at its annual convention from 2009 on. To de
scribe the trajectory of this development, we shortly elaborate 
on the challenges of GSM hacking and then characterize the 
three technical foci that it has pursued. 

Challenges of GSM hacking 
GSM hacking targets technologies that are, to a large degree, 
physically and intellectually inaccessible to the public—in 
stark contrast to the internet, a decentralized network with 
publicly available protocol specifications, based on software 
that is largely open source and on hardware components that 
are readily commercially available: 

On the Ethernet/IP based Internet, we are used to Free 
Software and general-purpose hardware. The worlds 
second largest communications network GSM couldn’t 
be any more different. Even though the protocols are 
standardized and publicly available at the ETSI, all im
plementations are highly-guarded proprietary secrets of 
a few major players in the industry. The hardware is even 
more closed, as there is not a single GSM subscriber or 
base station chipset with even the least bit of publicly 
known information. [90] 

At the beginning of GSM hacking, hackers had virtually no 
access to hardware documentation and software source code. 
While protocol specifications for mobile phone networks are 
publicly available through, e.g., the European Telecommunica
tions Standards Institute (ETSI), soft- and hardware implemen
tations of GSM are guarded off by few major manufacturers. 
Only about ten companies build the baseband chips crucial for 
every mobile phone to communicate with the network, and 
there exist only about four closed-source embedded operating 
systems implementing the GSM protocol for baseband chips 
[95]. Furthermore, hackers face great difficulty in gaining 
physical access to many hardware components required for a 
GSM network. Only about four companies build the equip
ment for GSM networks and handle much of network planning, 
servicing, and maintenance. Since only network operators buy 
GSM equipment, quantities are low and prices extremely high 
[95]. In lack of hard- and software documentation, control
lable hardware, and analytic software tools, hackers found 

themselves in a situation where, as one of them put it, “a 
baseband is mostly seen as a blackbox running code for a 
terrifyingly complex network stack” [84]. 

A further challenge of GSM hacking is the fact that the signal 
space that GSM and related technologies occupy is subject to 
the strict regulation of national authorities and that by broad
casting unlicensed mobile phone networks hackers potentially 
interfere with other networks. 

The trajectory of GSM hacking 
The series of GSM hacks that we analyze has followed, to 
use a metaphor of hacking culture, a trajectory of step-by-step 
‘opening,’ driving “a wedge of Openness” into GSM infras
tructures [90]. GSM hacking literally opens mobile phones 
and base transceiver stations mounted on cell towers. But 
as a metaphor, the ‘opening’ of technology through hacking 
practices comes with much further-reaching demands for in
formation and control [14]. ‘Opening’ technological systems 
means to re-construct and publicly disseminate corporately-
owned, proprietary information and expertise. ‘Open’ systems 
are technologies whose functioning is publicly documented. 
Once ‘opened,’ i.e., once systems are intellectually accessi
ble, hackers will try to control their technical functionalities. 
Control, on the one hand, enables hackers to exploit and re-
purpose a system, or to cause its breakdown. On the other 
hand, degrees of technical control are a precondition for ex
perimentation and further knowledge acquisition. For many 
hackers in our case, the ultimate goal of these activities is 
to provide an open source, free code alternative to existing, 
inaccessible (i.e., ‘closed’) infrastructures—an alternative that 
is ‘open’ to previously excluded purposes and forms of use. 

On the basis of our analysis, we are able to describe three 
technical foci of GSM hacking: (1) end-user facing services 
(such as call encryption or Voice-over-IP); (2) end-user devices 
such as mobile phones; (3) and network-side components such 
as cell towers and their controllers, crucial to operate a mobile 
phone network (see Figure 1). 

Focus 1: Circumventing service limitations 
It is difficult to pinpoint the exact beginnings of GSM hacking. 
Around 2001, we observe a rising interest in understanding 
and exploiting technologies related to GSM such as text mes
sages (and their capabilities for sending control commands 
[85]) and so-called IMSI catchers (which are used by law 
enforcement to intercept mobile phone traffic and track move
ments of mobile phone users [91]). These activities prepare 
for what we describe as a first focus of GSM hacking. 

This first focus is concerned with end-user facing services 
that run on top of the GSM network. Particularly in 2005 
and 2006, different groups of hackers sought to circumvent 
the limitations that German and other mobile phone network 
operators imposed in order to block services such as call en
cryption or cheap internet telephony via Voice-over-IP (e.g., 
Skype). A group of hackers, e.g., investigated the inner work
ings of the mobile data, i.e., the IP-based side of 3G GSM 
networks over which VoIP runs, claiming the “right to talk via 
voice-over-ip wherever and whenever you want to” [86]. An
other group sought to encrypt telephone calls, arguing that “we 
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Figure 1. The trajectory of GSM hacking, showing important presentations and developments at the CCC conventions. 

can no longer trust the security of the telecom infrastructure” 
[96]. The investigation of VoIP and call encryption applied 
knowledge about internet technologies to mobile telephony, 
triggering an interest in underlying GSM technologies. 

A way to characterize the beginnings of GSM hacking is to 
describe them as a form of ‘infrastructural breakdown’—not 
a breakdown of technology but a breakdown in user expecta
tion [55]. Hackers lacked some of the services that they, as 
mobile phone users, expected to have and perceived this as 
an infringement upon their individual freedom. Their frustra
tion led them to find ways to circumvent the limitations that 
network operators imposed upon their mobile phone use. 

Focus 2: Opening mobile phones 
A second focus of GSM hacking are mobile phones, their hard-
and software, and their baseband chip. Even though mobile 
phones are an interface to the network that hackers can easily 
get hold of, the expertise that is necessary to understand the 
inner workings of a phone is typically owned by corporations 
and not publicly accessible. 

Mobile phones are split into two separate subsystems: the 
application processor-side, which runs the operating system 
and applications software; and the baseband processor-side, 
which is responsible for telephony. Hackers have incremen
tally taken on these elements by focusing on (i) the operating 
system and other software running on phones (application-side 
software), (ii) the general phone hardware (application-side 
hardware), and (iii) the baseband chip in the phone along 
with its embedded operating system (baseband-side hard- and 
software). 

(i) Application-side software 
Application-side software hacking is facilitated by the fact that 
application programming interfaces (API) are often provided 
by phone manufacturers to support the software development 
of mobile phone applications. Under the label of ‘unlock
ing’ or ‘jailbreaking,’ hacker communities (such as, e.g., xda
developers.com) experiment with APIs to examine the basic 
functioning of mobile phone application software, trying to rid 
phones of the software limitations that manufacturers imposed. 
Often, these efforts involve installing custom systems software 
and privacy-enhancing tools, efforts that clearly go beyond 
what companies intend when they provide APIs. 

Building, in part, upon knowledge gained through unlocking, 
hackers associated with the OpenEZX project began to work 

towards “the ultimate goal to replace all proprietary applica
tions with 100% free software” [92]. The project presented 
its efforts to develop system software, software controlling 
periphery, and calling and contact applications for a particular 
Linux-based smartphone at the CCC convention in 2005 [92], 
hoping that open source software replacements such as these 
would enable ‘third party hacks,’ i.e., extensions in functional
ity by others than the original manufacturer. 

(ii) Application-side hardware 
From 2006 to 2007, a member of the CCC, Harald Welte, 
became Lead System Architect for the Openmoko project.13 

The goal of this project was to develop and sell a completely 
free smartphone, i.e., a mobile phone all of whose soft- and 
hardware components are non-proprietary [88]. Founded and 
sponsored by the Taiwanese manufacturer First International 
Computer, Inc., the project released its first phone in 2007 and 
sold it in low quantities mostly to developers and open source 
enthusiasts. 

As substantial parts of mobile phone software had been 
‘opened,’ attention shifted to hardware components. In 2008, 
Welte presented an “anatomy of smartphone hardware” for 
the Openmoko phone and other Linux-friendly devices at the 
CCC’s annual convention [93]. He detailed the individual 
major building blocks and overall architecture of contempo
rary smartphones, highlighting those components for which 
no ‘open’ alternative was yet available, i.e., baseband chip and 
other radio components essential for interfacing with the GSM 
network. 

(iii) Baseband-side hard- and software 
During 2008 and 2009, hackers gained substantial knowl
edge about the functioning and the operating of GSM net
works. These developments, upon which we elaborate in 
the next section, facilitated a deeper-reaching investigation 
of mobile phones and their baseband chips, helping to cre
ate an open source baseband chip operating system, reverse 
engineering an existing operating system, and developing a 
reverse-engineered System-on-a-Chip for applications beyond 
telephony. 

At the CCC convention in 2010, hackers, among them Welte, 
presented OsmocomBB, an open source baseband chip oper
ating system implementing the GSM protocol [95]. Osmo
comBB replaces the proprietary operating system of a partic

13 See http://wiki.openmoko.org/ 

http://wiki.openmoko.org/
http:developers.com


ular type of baseband chip that occurs in a range of mobile 
phone models. Because the operating system of the baseband 
chip handles radio communication with the GSM network, Os
mocomBB enabled hackers to send arbitrary data at all levels 
of the GSM protocol stack. (Previously, hackers were only 
able to control high-level, predefined actions, such as sending 
a text message or calling a number.) To send arbitrary data at 
all levels of the protocol stack is important for network security 
analyses and further network experiments. As hackers phrase 
it, with OsmocomBB “the security researcher finally has a 
tool equivalent to an Ethernet card in the TCP/IP [internet] 
protocol world: A simple transceiver that will send arbitrary 
protocol messages to a GSM network” [95]. Building upon 
OsmocomBB, hackers demonstrated, in 2012, how mobile 
phones themselves could act as a GSM base transceiver sta
tion (a crucial component, usually, of cell towers) to broadcast 
their own network [89]. 

In 2011, hackers reverse engineered a different baseband chip 
operating system, taken from a 3G USB mobile internet stick 
[84]. While the OsmocomBB project replaced a ‘closed’ op
erating system with an ‘open’ one, this instance of reverse 
engineering aimed at what an involved hacker called “the final 
exploitation” [84]—i.e., the exploitation of security flaws in 
order to execute one’s own code within the existing operating 
system. The ability to execute own code on a foreign system 
is a prerequisite for further analysis and experimentation. 

In 2014, another hacking project reverse engineered a cheap 
System-on-a-Chip (SoC) that is widely available in China 
and used in many of the shanzhai (i.e., knock-off or counter
feit) value phones [87]. A SoC integrates the baseband chip 
with most other phone capabilities from the application-side. 
Instead of focusing on telephony, however, the project built 
an open development kit with the reverse-engineered SoC at 
its core, making GSM available for applications beyond tele
phony. The project demonstrates, involved hackers argue, how 
“to lawfully import IP [intellectual property] from the Shanzhai 
ecosystem into the Maker ecosystem,” thereby “establish[ing] 
a repeatable [..] model for opening up previously closed IP 
[..], leveling the playing field for lawful Makers” [87]. 

Focus 3: Operating GSM networks 
Incrementally, hackers succeeded in building up the expertise 
required to run their own networks. Hackers affiliated with 
the CCC have, in fact, been setting up local GSM networks on 
various occasions since at least 2009. 

To operate a mobile phone network, hackers needed to acquire, 
understand, and control crucial hardware components: the 
base transceiver station (BTS), typically mounted on the cell 
tower; the base station controller (BSC) that controls up to hun
dreds of BTS; and the mobile switching center (MSC). Such 
network equipment is, for non-corporate actors, hardly avail
able and very expensive. After hackers obtained the necessary 
hardware, partly through loans from universities and compa
nies [94], hackers began experimenting with test networks. In 
the following, we shortly describe how the independent oper
ation of a GSM network was first demonstrated (i), and how 
GSM network operation subsequently evolved into a service 
that the CCC offered at its annual convention (ii). 

(i) Demonstrating network operation 
At the CCC convention in 2008, a group of hackers publicly 
released OpenBSC, a free software re-implementation provid
ing the minimally necessary functionalities for GSM network 
equipment [90]. With two discarded, industry-grade BTS and 
other test equipment bought on eBay, the group demonstrated 
a live phone call between two mobile phones that were regis
tered to a self-operated GSM base station. This represented 
the first successful step of the hacker community to run their 
own GSM network. The OpenBSC project also operated a 
temporary test network at the 2008 convention, serving at 
times more than 1,000 users simultaneously. The purpose of 
this test network was to gain experience with the OpenBSC 
software under real use conditions. Convention attendees were 
invited to join the network and experiment with it. 

Because GSM networks operate in a licensed radio spec
trum, the OpenBSC project cautioned convention attendees 
against operating their private GSM networks: “don’t try this 
at home!”—and if, then “don’t interfere with the operators!” 
[90], a warning frequently echoed by other presenters, e.g., 
[89]: “act responsibly.” 

Since 2010, CCC affiliates have been able to fully control 
the two major components of GSM. OpenBSC enables to 
control the network itself; and OsmocomBB, the open source 
baseband chip operating system, enables to control mobile 
phones. Together, control of these two components allows to 
send arbitrary data from phone to network and back, enabling 
hackers to govern the operation of GSM networks fully. 

(ii) Productive network operation 
At the CCC convention in 2009, the group of hackers associ
ated with OpenBSC operated a temporary GSM test network 
open to convention attendees, this time with an official spec
trum license for research purposes granted by the Bundesnet
zagentur, the responsible regulatory authority [82]. Already a 
few months earlier, the group had operated a GSM network at 
a Dutch outdoor hacker camp, with antennas and BTS strapped 
to trees and the computer running OpenBSC placed under a 
tent [94]. 

From 2009 on, local GSM networks have been in operation 
during the convention, and new network features have been 
implemented year after year. The convention has successively 
integrated the operation of its GSM network into network 
management practices that evolved around LAN, WLAN, and 
landline phone networks earlier. A ‘mobile operation center’ 
coordinates network operation, organizes the registration of 
users, and offers technical support. Convention attendees have 
to bring a SIM card and receive a temporary phone number 
that they can use during the event. Network users can use 
the internal network as well as call, and be called by, external 
landline and mobile phone numbers in commercial telephone 
networks. They can use the GSM network at the convention 
in roughly the same way as they use any other mobile phone 
network—the network finally has become a genuine infras
tructure, as unstable and primitive as it may be. At the same 
time, the convention’s GSM network remains a site of experi
mentation for many convention attendees [83], a toy network 
for playful exploration, occasional breakdowns included. 



hacking strategy form(s) of appropriation 

reverse engineering intellectual 
re-implementation intellectual, legal, functional 
parallel operation operational 

Table 1. Hacking strategies and their dominant forms of appropriation. 

HACKING STRATEGIES FOR APPROPRIATION 
We identify three strategies that hackers have made use of in 
exploring and rebuilding GSM networks—reverse engineering, 
re-implementation, and parallel operation. 

As we observe it, these strategies require substantial exper
tise and sustained collaborative effort. These strategies are 
transgressive: They require hackers to violate if not laws and 
property rights, so conventions of use and established con
figurations of economical and technological power. Over the 
course of years, these strategies have supported one another 
in an iterative cycle; and taken together, they have enabled 
hackers to ‘open’ proprietary, corporately owned and operated 
technologies. 

All three strategies facilitate, as we will show, different forms 
of appropriation of the GSM network. These forms of appro
priation do not point to entirely novel aspects, and facets of 
them have been discussed in the literature before [2, 20, 48, 
60, 70, 79]. What we contribute with this distinction, however, 
is a systematic framework for studying appropriation—in the 
context of hacking, with the analytic lens of infrastructure. 

We distinguish three forms of appropriation: intellectual ap
propriation, legal appropriation, functional appropriation, and 
operational appropriation (see Table 1). With intellectual ap
propriation we refer to the acquisition of knowledge about the 
functioning of an adopted system or artifact. With legal appro
priation we refer to the acquisition of lawful proprietorship 
over a system or artifact, and, crucially, over the knowledge 
required to build, repair, and maintain a system or artifact 
autonomously. And while functional appropriation allows to 
technically control system functionalities, i.e., to control what 
a system does and does not do, operational appropriation 
allows to control where and how the system is put to use, in 
which contexts or settings, and by whom. As we will see, 
these forms of appropriation are both means and end. Through 
capacity building, they help working towards the vision of 
‘open’ technology and are part of that vision at the same time. 

Reverse engineering 
Much of the knowledge that hackers need to set up local GSM 
networks stems from reverse engineering efforts, which ini
tially focused on mobile phones and were driven by the desire 
to unlock or ‘jailbreak’ them. As we have shown, GSM hack
ing has applied reverse engineering techniques also to, e.g., the 
operating system of baseband chips and GSM network equip
ment. Through reverse engineering, hackers have been able 
to familiarize themselves with ‘closed’ systems, and we thus 
characterize reverse engineering as a strategy of intellectual 
appropriation. 

Reverse engineering is a strategy to investigate complex tech
nical systems whose functioning, although known to its design

ers, is unknown to the investigator. As Rekoff explains, reverse 
engineering means “developing a set of specifications for a 
complex hardware system by an orderly examination of speci
mens of that system,” an effort undertaken “by persons other 
than the original designers” and “without the benefit of any 
of the original drawings or other documentation” ([58]: 244). 
The purpose of reverse engineering is to “mak[e] a clone of 
the original hardware system” ([58]: 244). 

Reverse engineering, originally applied to hardware and later 
to software, is a commonplace practice of manufacturers to 
improve their own products and to analyze the products of 
corporate competitors or military adversaries [13]. It has also 
been recognized as a prime strategy of hackers [33]. Sur
prisingly, however, accounts of reverse engineering practices 
appear to be largely absent in HCI and CSCW research. 

As we have observed for the case of GSM hacking, reverse 
engineering commonly involves several steps of investiga
tion: After an identification of relevant components and sub
components, concerning which all available information is 
collected, the investigator observes and experiments with in
put/output relations. This is a process of trial and error that 
explores ‘what happens when’ an input variable is changed. 
When hackers reverse engineer, they may also use a system’s 
security flaws in order to inject own code or reprogram parts 
of the system such as to further elucidate its functioning. 

Given the complexity of GSM technology, reverse engineer
ing efforts have to be strategically focused. For this reason, 
hackers have adopted what they described as a “lazy approach” 
[95]. To implement OsmocomBB, their open source baseband 
chip operating system, hackers decided not to build GSM hard
ware from scratch. Instead, they implemented their operating 
system upon an existing chip. To do so, however, they had 
to have precise knowledge about the chip and the way it is 
integrated into the mobile phone that carries it. They could 
gain this knowledge more efficiently by focusing their reverse 
engineering efforts upon a particular type of mobile phone, 
a ‘model system.’ The selection of this model phone, how
ever, had to take into account two different concerns regarding 
technical complexity and economic availability. On the one 
hand, hackers sought to minimize technological complexity. 
They were inclined to choose a phone model that was older 
and as simple as possible, and for which crucial information 
about its baseband chip had already been leaked. On the other 
hand, hackers also sought to maximize physical availability 
and therefore considered phone models that are cheap and 
widely sold—choosing, eventually, the Motorola C123. 

As this example shows, reverse engineering prepares for the 
integration of ‘own,’ new soft- or hardware into an existing sys
tem. As a strategy of intellectual appropriation, thus, reverse 
engineering provides some of the technical understanding re
quired by re-implementation and parallel network operation. 

Re-implementation 
With re-implementation we describe the development of ‘open’ 
hard- or software components that substitute proprietary com
ponents of existing infrastructures. To achieve this goal, re-
implementations must be, to some degree, congruent in func



tionality with those systems they substitute and conform to 
existing standards and specifications. Without a minimum 
of congruence and conformity re-implementations cannot be 
embedded into existing systems and integrated successfully 
with other infrastructural components. For this reason, re-
implementation builds on knowledge gained through the re
serve engineering of existing systems; and the tentative, se
lective re-implementation of single sub-systems is, in turn, 
an important element in reverse engineering technological 
systems. 

When the aim is to understand and control a complex sys
tem, re-implementation is an iterative process in the course of 
which the functionalities of different components are gradually 
fine-tuned to one another. With time, some components will 
be stabilized and tentative functionalities morph into viable 
solutions—solutions that may have to be revised at a later 
point when further components of the system are modified, 
when the system is put to use, or when the conditions of use 
change. Re-implementations in a GSM network that work well 
for a small number of users may fail with larger user numbers. 
This is one of the reasons why it is important for the hacker 
community to have a large-scale temporary test network at the 
CCC’s annual convention. 

Two important examples of free software re-implementation 
in the context of GSM are OsmocomBB and OpenBSC. Both 
components are ‘open’ insofar as their code is published online 
and intellectually accessible to the hacker community as well 
as interested non-hackers. But re-implementation is a strategy 
not only of intellectual, but also of functional and, possibly, 
legal appropriation. The purpose of re-implementing Osmo
comBB and OpenBSC is not only to understand but also to 
control the functioning of crucial elements of a GSM network. 
Because OsmocomBB and OpenBSC are pieces of software 
that have been created independently of corporate expertise, 
the hacker community may be able to establish intellectual 
ownership of crucial network elements legally (cf. [87]). Os
mocomBB and OpenBSC are licensed as ‘free.’ Free soft-
or hardware usually allows anyone to re-use, adapt, and dis
tribute source material as well as products (sometimes under 
certain conditions) [14]. We observe that to legally appro
priate elements of communication infrastructure through the 
re-implementation of free soft- or hardware may put intel
lectual and functional appropriation on a much more solid 
foundation than the (illicit) exploitation of security flaws in 
existing, proprietary software would. 

Parallel operation 
With parallel operation we refer to the autonomous opera
tion of functionally similar infrastructures in parallel to exist
ing ones. Our example is the temporary local GSM network 
that members of the CCC have been operating at every an
nual convention since 2009, and that all convention attendees 
are invited to join. As we have pointed out, by providing 
real-use conditions on growing scales, parallel network op
eration complements strategies of reverse engineering and 
re-implementation. 

Through parallel operation, hackers seek to install a network 
that can be operationally appropriated, gaining control over 

the conditions of where, how, and by whom the network is 
put to use. In contrast to professional engineering and HCI 
research, the primary purpose of parallel operation is not nec
essarily to build a functionally better or different network, or to 
innovate new forms of communication. In fact, in the case of 
GSM hacking, parallel network operation is characterized by a 
high level of compatibility with existing, corporately-operated 
networks, one reason being that hackers try to reuse and re-
purpose many hard- and software components, another reason 
being the intention to facilitate inter-network communication. 

DISCUSSION: HACKING AS INFRASTRUCTURING 
GSM hacking, as we observe it, consists in experimenting 
with proprietary systems, claiming corporate knowledge, chal
lenging market structures, negotiating with regulators, and 
operating independent mobile phone networks. Faced with the 
range and the subversive thrust of these activities, activities 
that concern themselves with ‘the rules of the game,’ we have 
mobilized the notion of infrastructure as a theoretical lens for 
our analysis. 

GSM hacking is infrastructuring, we argue, not just because 
involved hackers accumulate enough knowledge to interfere 
with existing GSM networks and acquire the ability to set 
up independent networks—and not because GSM hacking 
has played a major role in developing an open source mobile 
phone with the Openmoko project. Rather, GSM hacking is 
infrastructuring because it tackles the infrastructure of mobile 
telephony in its full scope, exploring diverse network com
ponents with regard to their infrastructural function. GSM 
hacking is infrastructuring because it renders invisible net
work components visible and amenable to experimentation, 
problematizing implicit configurations of economic and tech
nological power. Moreover, GSM hacking disseminates the 
knowledge crucial to set up and operate independent networks, 
thereby reverberating with infrastructural landscapes in far-
reaching ways. 

The outcomes of GSM hacking are not confined to the oper
ation of a temporary network at the CCC’s convention. As 
hitherto proprietary knowledge is disseminated, GSM hacking 
has helped communities operate mobile phone networks where 
corporate network providers are unwelcome or where corpora
tions have no economic interests (e.g., in rural Mexico [78]). 
Furthermore, as independent GSM networks, licensed or not, 
use signal space and interfere with other network providers, 
they force regulatory authorities to react (cf. [80]). And, as 
the infrastructure of GSM is rendered more visible and acces
sible, security vulnerabilities emerge in systems that are, at 
first glance, not related to mobile telephony (such as, e.g., the 
unlocking mechanism in recent BMW cars that utilizes GSM 
capabilities [64]). 

How to infrastructure? 
Given the reverberations of GSM hacking, let us return to 
the core of hacking activities that originally set these effects 
off. The existing literature on hacking in CSCW and HCI has 
described various hacking techniques such as, e.g., ad-hoc tool 
making through ingenious modifying and ‘kludging’ of readily 
available resources [5, 53]. These are fine-grained descriptions 



that we, in the result of our analysis, complement with a wider 
angle when we distinguish three hacking strategies—reverse 
engineering, re-implementation, and parallel operation. In 
the case of GSM hacking, these three strategies have enabled 
hackers to explore and modify the ‘closed,’ proprietary compo
nents of GSM networks, explorations that are if not violations 
of property rights so transgressions of market conventions and 
design intentions. However, it is precisely through transgres
sion that hacking, as we have observed it, seeks to initiate 
change on infrastructural level. 

Parallel operation, in particular, is a strategy of infrastructuring 
that supplements the ways in which recent activist research 
in HCI has sought to address infrastructural issues [42]. Such 
research has proposed to fill infrastructural ‘gaps’ [51], or to 
‘graft’ a communication infrastructure ‘on top’ of an existing 
one [34], even parasitically [30, 31]. Parallel operation, in
stead, circumvents the existing infrastructure to a large degree, 
offering more independence but also requiring substantially 
more work. 

The ‘open’ imaginary of GSM hacking 
GSM hacking, as a transgressive ‘playing with the rules of 
the game,’ is underscored by the sociotechnical imaginary of 
‘open’ technology. Following Jasanoff and Kim, we under
stand imaginaries as “collectively imagined forms of social life 
and social order reflected in the design and fulfillment of [..] 
technological projects” ([36]: 120). The imaginary of ‘open’ 
technology has emerged from the open source or free code 
movement and rejects exclusive intellectual property rights, 
particularly for vital components of infrastructure (cf. [14]). 
‘Open’ technology is transparent, its blueprints accessible—a 
condition which renders technology ‘open’ for experimenta
tion and change. In the case of GSM hacking, we can observe 
how this imaginary motivates the transgressive appropriation 
of corporately-owned technology. 

As our case study shows, many hackers perceive the socio
economic configuration of mobile telephony as problematic 
because it is ‘closed.’ A handful of international corporations 
dominate network operation and hold exclusive intellectual 
property rights for network equipment and phone components, 
an oligopoly that secures them technological power and finan
cial profit. Exclusive intellectual property rights prevent actors 
without these rights, i.e., ‘the public,’ from gaining insights in 
the functioning of mobile phone technology and limit the ways 
in which mobile telephony can be used. In this situation, GSM 
hacking challenges the for-profit, corporate, and proprietary 
character of much of mobile phone technology. 

As Coleman and Golub [15] have argued, the transgressive 
‘opening’ of technology is motivated by a liberal notion of 
freedom. In the trajectory of GSM hacking, we notice a shift 
from emphasis on negative individual freedom (i.e., the free
dom of the device-owning user from service limitations) to 
collective positive freedom (i.e., the freedom of communities 
to operate their own mobile networks independent of corporate 
providers). Claiming the freedom to operate GSM networks in
dependently is, as we see it, essentially a claim for operational 
appropriation. 

Control shift: Who infrastructures? For whom? 
Hacking, framed as infrastructuring, can transform the re
search questions we discuss. While Star and Ruhleder asked 
‘for whom is infrastructure?’ [66], the case of hacking forces 
us to reconsider a different version of this question: Who 
infrastructures—and to the benefit, or detriment, of whom? 

When hackers embed the practice of GSM hacking in the 
imaginary of ‘openness,’ they create a narrative about ‘closed,’ 
proprietary technological knowledge that should be ‘opened,’ 
benefitting thereby not only hacking communities but the pub
lic at large. Yet, research in CSCW and HCI has questioned 
the visions of public empowerment conjured up sometimes by 
hackers, sometimes by their observers, and it has pointed out 
that hacking, along with related practices of making and DIY, 
creates new dynamics of social exclusion [69]. As Tanenbaum 
and collaborators [70] note, practices of making require access 
to economic, technical, social, and intellectual resources that 
are unevenly distributed—a requirement that may make mak
ing practices a “hobby for the privileged” that is “increasingly 
co-opted by corporate interests” ([3]: 1087). 

Beyond the imaginary of ‘openness’ and narratives of empow
erment, however, there are other ways to conceive of hacking. 
Social theorist Plönges [56] suggests to understand hacking 
as practices that seek to disturb control(led) systems, causing 
disturbances that re-allocate possibilities of control. Commu
nication infrastructures are such control(led) systems. They 
are controlled insofar as they are highly regulated and con
tracted; and at the same time, they strictly control the ways in 
which they can be made use of. In fact, what we observe in the 
case of GSM hacking is the attempt to gain control—control 
over the operation of mobile phone networks—and to shift 
control away from the oligopoly of manufacturers and network 
providers. Still, for the time being, it remains an open question 
whether GSM hacking entails an effective, long-term control 
shift and which actors eventually benefit from it. 

Hacking as subversive appropriation 
In the context of GSM hacking, we study appropriation as the 
processes through which individuals or collectives acquire the 
capacity to act upon and through technology as desired. As 
we have elaborated, there are four dimensions to this capacity. 
With intellectual appropriation we describe the acquisition 
of technical knowledge, and we describe the acquisition of 
proprietorship over technology and/or knowledge as legal ap
propriation. What we describe as functional and operational 
appropriation concerns the technical control of a technology’s 
features and the control of its functioning in varying contexts 
of use. 

As we conceive of appropriation as an aspect of infrastruc
turing, we argue that our analysis of hacking as transgressive 
infrastructuring fruitfully complements existing studies of ap
propriation in the fields of CSCW and HCI in several respects. 
First, existing research discusses appropriation as the adapta
tion of artifacts and particularly end user-facing interfaces of, 
e.g., organizational information systems or software platforms 
(see, e.g., [4, 21]). In contrast, we observe appropriation as 
referring to elements of large-scale communication networks. 
Second, the forms of technology appropriation we observe are 



subversive, i.e., they are not only unanticipated [62, 73] but 
illicit from the point of view of those who design and provide 
the technology. Third, the forms of appropriation we observe 
are less about mediating between technological innovation and 
existing practices of use; rather, they are about shaping the 
infrastructural configuration of existing technologies such as 
to comply with a not-yet-realized sociotechnical imaginary, 
thereby highlighting the cultural dimension of appropriation 
(cf. [48]). 

CONCLUSION 
In this paper, we suggest to mobilize the analytic lens of in
frastructure to study hacking practices that take issue with 
large-scale communication networks. As a processual concept, 
‘infrastructure’ helps us account for the changing technical foci 
of GSM hacking, for the strategies by which it tackles these, 
and for the forms of infrastructural appropriation it seeks to 
achieve. As a relational concept, ‘infrastructure’ helps us to un
derstand how the character of technological systems changes 
through hacking practice—GSM hacking turns mobile phone 
infrastructure into an object of manipulation and experimen
tation (and converts it back into infrastructure again). And 
as a sociotechnical concept, ‘infrastructure’ sensitizes us for 
the role that the imaginary of ‘open’ technology plays in the 
motivation and justification of transgressive hacking practice. 
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